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1. Introduction
This deliverable aims to present the methodology and tools employed to simulate the general purpose
RISC-V CPU design and genomics accelerator in DRAC.  Our evaluation framework is  based on
Gem5,  a  modular  discrete  event  driven  computer  system simulator  platform  widely  used  in  the
community [1, 2]. Gem5 is an execution-driven multi-core full system simulator that can do cycle
accurate execution of a complete system with devices and an operating system. Gem5’s components
can  be  rearranged,  parameterized,  extended  or  replaced  easily  to  suit  researcher’s  needs.  Gem5
supports  multiple  Instruction  Set  Architectures  (ISA),  and  provides  different  CPU models  and  a
detailed model of the cache hierarchy.

The gem5 simulator developed in the project can be found in an internal repository in the BSC gitlab
(https://repo.hca.bsc.es/gitlab/gem5-bsc/gem5). This repository is shared with the different partners in
the DRAC project.

2. General Purpose Processor Design
The DRAC project is following a hardware-software co-design approach to ensure the final hardware
design  meets  real-world  High-Performance  Computing  (HPC)  and  bioinformatics  application
requirements. As described in deliverable E3.1 “Informe sobre el rendimiento de las aplicaciones y
pipelines de análisis en sistemas de computación”, the applications selected for the project are a set of
basic  building  blocks  widely-used  across  many  genomics  applications:  Wavefront  Alignment
Algorithm (WFA), Genomic Sequence FM-Inxex, and Genome Mapper. Moreover, initial analysis of
these applications indicate the key hardware resources requirements for the general purpose processor
design:

 CPU performance requirements: HPC processors usually rely on a large-scale multicore
composed of many aggressive out-of-order cores. In this project, we want to analyze if the
applications of interest really benefit from having such a power hungry design or, instead,
have enough performance with a moderate out-of-order design (like the Lagarto Ka processor)
or even a high performance in-order design (like the Sargantana processor).

 Requirements for Single Instruction, Multiple Data (SIMD) vector requirements: A key
aspect will be the analysis of the trade-offs for the different vector lengths permitted in the
RISC-V vector ISA. The simulation results  from the selected applications will  enable the
exploration of different vector lengths via manual code vectorization, auto-vectorization, and
the use of generic performance libraries.

 Memory  hierarchy  design  requirements:  We  will  analyze  the  memory  performance
requirements of the selected applications to understand their sensitivity to memory bandwidth
and memory latency, which requires a careful design of the memory hierarchy, both on-chip
and off-chip.

Since there is no available hardware with RISC-V vector support and the envisioned ISA extensions,
we  utilized  the  full-system  Gem5  simulator  [1,2]  for  our  architectural  exploration.  Gem5  is  an
execution-driven multi-core full system simulator that can do cycle accurate execution of a complete
operating system. Gem5’s components can be rearranged, parameterized, extended or easily replaced
to suit  researchers’  needs.  It  simulates  the  passing of  time  as  a  series  of  discrete  events  and its
intended use is to simulate one or more cores in a computer system in various ways. 
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Gem5 is more than just a simulator; it is a simulation platform that lets researchers use as many of its
premade components as they want to build up their own simulation system. Gem5 can simulate a
complete system with devices and an operating system in full system mode (FS mode), or user space
only programs where system services  are provided directly by the simulator in  syscall  emulation
mode. It supports several ISAs such as Alpha, Arm, MIPS, x86 and RISC-V. It also provides different
CPU models: a simple one-CPI (clock cycle per instruction) CPU; a detailed model of an in-order
CPU, and a detailed model of an out-of-order CPU. The in-order and out-of-order CPUs model an
execution pipeline in detail with multiple stages (i.e. fetch, decode, rename, dispatch, issue, execute,
writeback,  commit)  and  a  parameterized  width.  The  CPU  models  also  include  different  branch
predictors and hardware prefetchers for improved performance. Memory instructions are modeled in
detail, accessing a multi-level cache hierarchy and an off-chip main memory that are also modeled in
detail. In fact, Gem5 CPU and memory models have been validated against existing processors in the
past years with very good accuracy and simulation speed.

Gem5 supports check-pointing and KVM emulation to accelerate system and benchmark initialization
using  less  detailed  CPU  and  memory  models.  In  this  project,  we  employ  the  check-pointing
capabilities so that simulations start right at the parallel sections. All the experiments run with the
most  detailed  configurations  available  for  each  architecture  trying  to  resemble  a  real  system.
Moreover, simulations are run in full system mode and the simulated system runs an Ubuntu v16.04
OS. 

3. Simulated General Purpose Processor Design in
Gem5

We have  configured  our  simulation  infrastructure  to  resemble  the  architecture  envisioned  in  the
project. As shown in Table 1, we evaluate three different core models: a high performance core that
resembles  an  aggressive  high-performance  out-of-order  core  (similar  to  Arm’s  A72  processor),  a
moderate out-of-order core (similar to Lagarto Ka), and a simple in-order core (similar to Sargantana).
Each core has private L1 instruction and data caches, and a shared last-level L2 cache. The off-chip
memory technologies can then be modeled on top of this multi-core setup and we plan to use both pin-
based technologies  like DRAM (DDR4) as well  as High-Bandwidth Memory (HBM) stacks with
wider and abundant memory channels that are based on silicon interposer technologies, bypassing the
physical limitations of pin-based off-chip memory. Table 1 details the architectural parameters we
use.
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Table 1: Gem5 simulator configurations

Core (aggressive) 8-wide issue/retire, 92-entry instruction queue, 192-entry ROB, 48 LDQ + 48 
STQ, 1 vector processing unit (VPU), 2GHz

Core (moderate) 2-wide issue/retire, 16-entry instruction queue, 64-entry ROB, 16 LDQ + STQ,
1 vector processing unit (VPU), 1.5GHz

Core (in-order) Single-issue in-order design, 1 vector processing units (VPU), 1.5GHz

Private caches (in-
ord/mod/aggr)

L1I/LID: 16KB/32KB/64KB, 4-/4-/8-way, 2 cycle, 2/4/8 MSHRs; 

Last-level cache
(in-ord/mod/aggr)

128/256/512KB, 8-/8-/16-way, 10 cycle, 4/8/16 MSHRs

Main memory 1) 4 DDR4-2400 channels, 2 ranks/channel, 16 banks/rank, 8KB row-buffer. 
128-entry write and 64-entry read buffers per channel
2) 8 HBM2 channels (1 stack), 32GB/s per channel peak bandwidth. 128-entry
write and 64-entry read buffers per channel

The gem5 simulator allows us to modify different key parameters in the microarchitecture such as the
vector length of the VPU, the number of units (both scalar and vector functional units), the sizes and
latencies of all cache levels, or the memory technology (HBM and DDR). Such flexibility enables the
DRAC researchers to perform a design space exploration of different designs of the general purpose
processor and accelerators.

To  understand  the  performance  trade-offs  of  the  WFA algorithm,  we  will  make  use  of  various
representative input datasets for different sequence lengths (100 and 1K characters) and different error
rates (1% and 10%).  These sequence lengths and error rates are characteristic of  real  sequencing
machines; for example, 100 characters long, like those produced by Illumina sequencers, or sequences
of  1K characters  long,  like  those  produced by  long-read  sequencer  by  PacBio  or  Nanopore.  All
datasets will be simulated, for a given sequence length and error rate, using a sequence simulator
provided on the official WFA repository. Note that these simulated datasets are widely used by the
community to evaluate bioinformatics applications and are considered the standard simulating this
application. The gem5 simulator can execute the WFA algorithm in full system with the operating
system support and model all the software and hardware details of the final system.

4. Conclusions
In this deliverable, we have presented the methodology and tools employed to simulate the general
purpose CPU design and accelerators in  DRAC. Our  evaluation framework is  based on Gem5,  a
modular discrete event driven computer system simulator platform. In the gem5 simulator, we model
the  design  of  the  Lagarto  Ka  processor,  a  2-way  64-bit  out-of-order  RISC-V  general  purpose
processor capable of booting the Linux operating system. Coupled with the Lagarto Ka processor, a
set of specialized accelerators are designed in the DRAC project to facilitate the execution of specific
applications. Such accelerators are also modeled in the gem5 simulator.
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